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Abstract. This article presents new immersed finite element (IFE) methods for solving the popular second order elliptic interface problems on structured Cartesian meshes even if the involved interfaces have nontrivial geometries. These IFE methods contain extra stabilization terms introduced only at interface edges for penalizing the discontinuity in IFE functions. With the enhanced stability due to the added penalty, not only can these IFE methods be proven to have the optimal convergence rate in an energy norm provided that the exact solution has sufficient regularity, but also numerical results indicate that their convergence rates in both the \(H^1\)-norm and the \(L^2\)-norm do not deteriorate when the mesh becomes finer, which is a shortcoming of the classic IFE methods in some situations. Trace inequalities are established for both linear and bilinear IFE functions that are not only critical for the error analysis of these new IFE methods but are also of a great potential to be useful in error analysis for other related IFE methods.
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1. Introduction. Without loss of generality, we consider a domain \(\Omega\) that is a union of rectangular domains in \(\mathbb{R}^2\), and we assume that \(\Omega\) is formed by two different materials separated by a curve \(\Gamma\). In particular, this means \(\Gamma\) separates \(\Omega\) into two subdomains \(\Omega^-\) and \(\Omega^+\) such that \(\Omega = \Omega^- \cup \Omega^+ \cup \Gamma\). Consequently, the diffusion coefficient \(\beta\) on \(\Omega\) is assumed to be a piecewise constant function:

\[
\beta(x, y) = \begin{cases} 
\beta^-, & (x, y) \in \Omega^-, \\
\beta^+, & (x, y) \in \Omega^+. 
\end{cases}
\]

such that \(\min\{\beta^-, \beta^+\} > 0\).

The main purpose of this article is to present a group of partially penalized immersed finite element (IFE) methods using Cartesian meshes to solve popular elliptic interface problems appearing in many applications in the form

\[
\begin{align*}
-\nabla \cdot (\beta \nabla u(x, y)) &= f(x, y), & (x, y) \in \Omega^- \cup \Omega^+, \\
u(x, y) &= 0, & (x, y) \in \partial \Omega,
\end{align*}
\]

together with the jump conditions on the interface \(\Gamma \subset \Omega\):

\[
\begin{align*}
[u] |_{\Gamma} &= 0, \\
[\beta \frac{\partial u}{\partial n}] |_{\Gamma} &= 0.
\end{align*}
\]
The homogeneous boundary condition (1.2) is discussed here for simplicity’s sake; the method and related analysis can be readily extended to interface problems with a nonhomogeneous boundary condition.

A large number of numerical methods based on Cartesian meshes have been introduced for elliptic interface problems. Since Peskin’s pioneering work of the immersed boundary method [49], a variety of methods have been developed in a finite difference formulation, such as the immersed interface method [35], the matched interface and boundary method [61], and the ghost fluid method [24]. We refer to the book [37] for an overview of different numerical methods in a finite difference framework.

In finite element formulation, certain types of modifications need to be executed for elements around the interface. One way is to modify the weak formulation of finite element equations near the interface. We refer to some representative methods such as the penalty finite element method [4, 11], the unfitted finite element method [28], and the discontinuous Galerkin (DG) methods [12, 27]. An alternative approach is to modify the approximating functions around the interface, for instance, the general finite element method [6, 7], the multiscale finite element method [18, 23], the extended finite element method [21], and the partition of unity method [8, 9], to name just a few.

IFE methods are a particular class of finite element (FE) methods belonging to the second approach mentioned above, and they can solve interface problems with meshes independent of the interface [1, 2, 29, 30, 32, 33, 36, 39, 42, 47, 54, 55]. If desired, an IFE method can use a Cartesian mesh to solve a boundary value problem (BVP) whose coefficient is discontinuous across a curve Γ with a nontrivial geometry. The basic idea of an IFE method is to employ standard FE functions to solve a boundary value problem, but on each interface element, it uses IFE functions constructed with piecewise polynomials based on the natural partition of this element formed by the interface and the jump conditions required by the interface problem. The IFE functions are macroelements [13, 20], and each IFE function partially solves the related interface problem because it satisfies the interface jump conditions in a certain sense. Also, the IFE space on an interface element is consistent with the corresponding FE space based on the same polynomial space in the sense that the IFE space becomes the FE space if the discontinuity in the coefficient β disappears in that element; see [29, 30] for more details.

IFE methods have been developed for solving interface problems involving several important types of partial differential equations, such as the second order elliptic equation [1, 2, 25, 29, 30, 32, 33, 36, 39, 41, 54, 55, 59, 60], the biharmonic and beam equations [42], the planar elasticity system [26, 40, 46, 47], the parabolic equation with fixed interfaces [3, 45, 56], and the parabolic equation with a moving interface [32, 43, 44]. When jump conditions are suitably employed in the construction of IFE functions for an interface problem, the resulting IFE space usually has the optimal approximation capability from the point view of polynomials used in this IFE space [1, 15, 16, 30, 38, 52, 60]. Numerical examples [2, 36, 38, 39] demonstrate that methods based on IFE spaces can converge optimally for second order elliptic interface problems. However, the proof for their optimal error bounds is still elusive except for the one-dimensional case [2], even though there have been a few attempts [17, 31, 34, 57].

One of the major obstacles is the error estimation on edges between two interface elements where IFE functions have discontinuity. Certain types of trace inequalities are needed and can be established, but it is not clear whether the generic constant...
factor in these inequalities is actually independent of the interface location. The scaling argument in the standard finite element error estimation is not applicable here because the local IFE spaces on two different interface elements are not affine equivalent in general. Besides, numerical experiments have demonstrated that the classic IFE methods in the literature often have a much larger pointwise error over interface elements which, we believe, is caused by the interelement discontinuity of IFE functions. In some cases, the convergence rates can even deteriorate when the mesh becomes finer. These observations motivate us to apply a certain penalty over interface edges for controlling negative impacts from this discontinuity. Natural candidates are those well-known penalty strategies for handling interelement discontinuity in interior penalty Galerkin methods and DG methods [5, 10, 14, 22, 48, 51, 53, 58]. These considerations lead to the partially penalized IFE methods in this article. Theoretically, thanks to the enhanced stability by the penalty terms, we are able to prove that these new IFE methods do converge optimally in an energy norm. In addition, we have observed through abundant numerical experiments that these partially penalized IFE methods maintain their expected convergence rate in both $H^1$-norm and $L^2$-norm when their mesh becomes finer and finer while the classic IFE methods cannot maintain in some situations.

The partial penalty idea has also been used in the unfitted finite element method [28]. In this method, penalty terms are introduced on the interface instead of the interface edges because approximating functions are allowed to be discontinuous inside interface elements but they are continuous on element boundaries within each subdomain. IFE methods reverse this idea by imposing continuity of approximating functions inside each element but allowing discontinuity possibly only across interface edges. In addition, on the same mesh, the unfitted finite element method has a slightly larger number of degrees of freedom than IFE methods. On the other hand, the unfitted finite element method has been proven to have the optimal convergence rate under the usual piecewise $H^2$ regularity [28] while the analysis in the represent article needs to assume a piecewise $H^3$ or $W^{2,\infty}$ regular in order to establish the optimal convergence for the partially penalized IFE methods.

Also, we note that these partially penalized IFE methods and their related error analysis can be readily modified to obtain IFE methods based on the DG formulation with advantages such as adaptivity even with Cartesian meshes. However, on the same mesh, the DG IFE methods generally have far more global degrees of freedom. For instance, on a Cartesian triangular mesh, a DG IFE method has about six times more unknowns than the classic IFE method. The partially penalized IFE methods presented here have the same global degrees of freedom as their classic counterparts; hence, they can be more competitive in applications where advantages of DG IFE methods are not needed.

The rest of this article is organized as follows. In section 2, we derive partially penalized IFE methods based on either linear or bilinear IFE functions for the interface problem. In section 3, we show that the well-known trace inequalities on an element are also valid for linear and bilinear IFE functions even though they are not $H^2$ functions locally in an interface element. In section 4, we show that these IFE schemes do have the optimal convergence rate in an energy norm. In section 5, we will present numerical examples to demonstrate features of these IFE methods.

### 2. Partially penalized IFE methods

Let $\mathcal{T}_h$, $0 < h < 1$, be a family of Cartesian triangular or rectangular meshes on $\Omega$. For each mesh $\mathcal{T}_h$, we let $N_h$ be the set of vertices of its elements, $E_h$ be the set of its edges, and $\hat{E}_h$ be the set of interior
edges. In addition, we let $\mathcal{T}_h^I$ be the set of interface elements of $\mathcal{T}_h$ and let $\mathcal{T}_h^n$ be the set of noninterface elements. Similarly, we let $\mathcal{E}_h^I$ be the set of interior interface edges and let $\mathcal{E}_h^n$ be the set of interior noninterface edges. For every interior edge $B \in \mathcal{E}_h^I$, we denote two elements that share the common edge $B$ by $T_{B,1}$ and $T_{B,2}$. For a function $u$ defined on $T_{B,1} \cup T_{B,2}$, we denote its average and jump on $B$ by
\[
\{u\}_B = \frac{1}{2}((u|_{T_{B,1}})|_B + (u|_{T_{B,2}})|_B), \quad [u]_B = (u|_{T_{B,1}})|_B - (u|_{T_{B,2}})|_B.
\]
For simplicity’s sake, we will often drop the subscript $B$ from these notations if there is no danger of causing confusion. We will also use the function spaces
\[
\tilde{W}^{r,p}(\Omega) = \{v \in W^{1,p}(\Omega) \mid u|_{\Gamma} \in W^{r,p}(\Omega^s), \ s = + \text{ or } - \} \quad \text{for } r \geq 1 \text{ and } 1 \leq p \leq \infty,
\]
equipped with the norm
\[
\|v\|^r_{\tilde{W}^{r,p}(\Omega)} = \|v\|^r_{W^{r,p}(\Omega^-)} + \|v\|^r_{W^{r,p}(\Omega^+)} \quad \forall v \in \tilde{W}^{r,p}(\Omega).
\]
As usual, for $p = 2$, we use $\tilde{H}^r(\Omega) = \tilde{W}^{r,2}(\Omega)$ and denote its corresponding norm by
\[
\|v\|^r_{\tilde{H}(\Omega)} = \|v\|^2_{\tilde{H}^r(\Omega^-)} + \|v\|^2_{\tilde{H}^r(\Omega^+)} \quad \forall v \in \tilde{H}^r(\Omega).
\]
With a suitable assumption about the regularity of $\Gamma$ and $f$ (e.g., [4]), we can assume that the exact solution $u$ to the interface problem is in $\tilde{H}^2(\Omega)$. To derive a weak form of interface problem described by (1.1)–(1.4) for an IFE method, we will use the following space:
\[
V_h = \{v \mid v \text{ satisfies conditions (HV1)-(HV4) described as follows}\}
\]
(HV1) $v|_K \in H^1(K)$ $\forall K \in \mathcal{T}_h$.
(HV2) $v$ is continuous at every $X \in \mathcal{N}_h$.
(HV3) $v$ is continuous across each $B \in \mathcal{E}_h^n$.
(HV4) $v|_{\partial\Omega} = 0$.

We multiply (1.1) by a test function $v \in V_h$, integrate both sides on each element $K \in \mathcal{T}_h$, and apply Green’s formula to have
\[
\int_K \beta \nabla v \cdot \nabla u dX - \int_{\partial K} \beta \nabla u \cdot n v ds = \int_K vf dX.
\]
Summarizing over all elements leads to
\[
(2.1) \quad \sum_{K \in \mathcal{T}_h} \int_K \beta \nabla v \cdot \nabla u dX - \sum_{B \in \mathcal{E}_h^I} \int_B \{\beta \nabla u \cdot n_B\} [v] ds = \int_\Omega vf dX.
\]
Here, we have used the fact that
\[
\{\beta \nabla u \cdot n_B\}_B = (\beta \nabla u \cdot n_B)|_B \quad \forall B \in \mathcal{E}_h^I.
\]
Because of the regularity of $u$, for arbitrary parameters $\epsilon, \alpha > 0$, and $\sigma_B^n \geq 0$, we have
\[
(2.2) \quad \epsilon \sum_{B \in \mathcal{E}_h^I} \int_B \{\beta \nabla v \cdot n_B\} [u] ds = 0, \quad \sum_{B \in \mathcal{E}_h^I} \int_B \frac{\sigma_B^n}{|B|^{\alpha}} [v][u] ds = 0.
\]
Therefore, adding (2.2) to (2.1) leads to the following weak form of the interface problem (1.1)–(1.4): 

\begin{equation}
(2.3) \quad \sum_{K \in T_h} \int_K \beta \nabla v \cdot \nabla u dX - \sum_{B \in \mathcal{E}_h} \int_B \{ \beta \nabla u \cdot \mathbf{n}_B \} [v] ds \\
+ \epsilon \sum_{B \in \mathcal{E}_h} \int_B \{ \beta \nabla v \cdot \mathbf{n}_B \} [u] ds + \sum_{B \in \mathcal{E}_h} \frac{\sigma_B}{|B|} [v] [u] ds = \int_{\Omega} v f dX \quad \forall v \in V_h.
\end{equation}

We now recall the linear and bilinear IFE spaces to be used in our partially penalized IFE methods based on the weak form (2.3). On each element $K \in T_h$, we let 

\[ S_h(K) = \text{span}\{ \phi_j(X), 1 \leq j \leq d_K \}, \quad d_K = \begin{cases} 3 & \text{if } K \text{ is a triangular element}, \\
4 & \text{if } K \text{ is a rectangular element}, \end{cases} \]

where $\phi_j, 1 \leq j \leq d_K$ are the standard linear or bilinear nodal basis functions for $K \in T_h^e$; otherwise, for $K \in T_h$, $\phi_j, 1 \leq j \leq d_K$ are the linear or bilinear IFE basis functions discussed in [38, 39] and [30, 41], respectively. Then, we define the IFE space over the whole solution domain $\Omega$ as follows:

\[ S_h(\Omega) = \{ v \mid v \text{ satisfies conditions (IFE1)–(IFE3) given below} \} \]

(IFE1) $v|_K \in S_h(K)$ $\forall K \in T_h$.

(IFE2) $v$ is continuous at every $X \in N_h$.

(IFE3) $v|_{\partial \Omega} = 0$.

It is easy to see that $S_h(\Omega) \subset V_h(\Omega)$. Now, we describe the partially penalized IFE methods for the interface problem (1.1)–(1.4): find $u_h \in S_h(\Omega)$ such that 

\begin{equation}
(2.4) \quad a_h(v_h, u_h) = (v_h, f) \quad \forall v_h \in S_h(\Omega),
\end{equation}

where the bilinear form $a_h(\cdot, \cdot)$ is defined on $S_h(\Omega)$ by 

\begin{align*}
& a_h(v_h, w_h) = \sum_{K \in T_h} \int_K \beta \nabla v_h \cdot \nabla w_h dX - \sum_{B \in \mathcal{E}_h} \int_B \{ \beta \nabla w_h \cdot \mathbf{n}_B \} [v_h] ds \\
& + \epsilon \sum_{B \in \mathcal{E}_h} \int_B \{ \beta \nabla v_h \cdot \mathbf{n}_B \} [w_h] ds \\
& + \sum_{B \in \mathcal{E}_h} \int_B \frac{\sigma_B}{|B|} [v_h] [w_h] ds \quad \forall v_h, w_h \in S_h(\Omega).
\end{align*}

3. **Trace inequalities for IFE functions.** Using the standard scaling argument, we can obtain the following well-known trace inequalities [50]: there exists a constant $C$ such that 

\begin{align*}
& (3.1) \quad \|v\|_{L^2(B)} \leq C |B|^{1/2} |K|^{-1/2} \left( \|v\|_{L^2(K)} + h \|\nabla v\|_{L^2(K)} \right) \quad \forall v \in H^1(K), \\
& (3.2) \quad \|\nabla v\|_{L^2(B)} \leq C |B|^{1/2} |K|^{-1/2} \left( \|\nabla v\|_{L^2(K)} + h \|\nabla^2 v\|_{L^2(K)} \right) \quad \forall v \in H^2(K),
\end{align*}

where $B$ is an edge of $K$.

Our goal in this section is to extend these trace inequalities to IFE functions in $S_h(K)$ for $K \in T_h^e$. First, we recall that $S_h(K) \subset C(K) \cap H^1(K) \forall K \in T_h^e$. This implies that inequality (3.1) is also valid for $v \in S_h(K)$ even if $K \in T_h^e$. However, the second trace inequality (3.2) cannot be applied to $v \in S_h(K)$ with $K \in T_h^e$ because $v \notin H^2(K)$ in general.
3.1. Trace inequalities for linear IFE functions. It is relatively easier to prove that the trace inequality for a linear IFE function in a triangular interface element is true because its gradient is a piecewise constant function. Without loss of generality, we consider the following triangular interface element:

\[ K = \Delta A_1 A_2 A_3, \quad A_1 = (0,0), \quad A_2 = (h,0), \quad A_3 = (0,h). \]

Assume that the interface \( \Gamma \) intersects the edge of \( K \) at points \( D \) and \( E \) and the straight line \( DE \) separates \( K \) into \( K^- \) and \( K^+ \); see the illustration on the left in Figure 1. Consider a linear IFE function on \( K \) in the form

\[ v(x,y) = \begin{cases} v^- (x,y) = c^-_1 + c^-_2 x + c^-_3 y & \text{if } (x,y) \in K^-, \\ v^+ (x,y) = c^+_1 + c^+_2 x + c^+_3 y & \text{if } (x,y) \in K^+, \end{cases} \]

which satisfies the following jump conditions [38]:

\[ v^- (D) = v^+ (D), \quad v^- (E) = v^+ (E), \quad \beta^- \frac{\partial v^-}{\partial n_{DE}} = \beta^+ \frac{\partial v^+}{\partial n_{DE}}. \]

Lemma 3.1. There exists a constant \( C > 1 \) independent of the interface location such that for every linear IFE function \( v \) on the interface element \( K \) defined in (3.3), the following inequalities hold:

\[ \frac{1}{C} \| (c^-_1, c^-_2, c^-_3) \| \leq \| (c^+_1, c^+_2, c^+_3) \| \leq C \| (c^-_1, c^-_2, c^-_3) \|. \]

Proof. We prove the second inequality in (3.5), and similar arguments can be used to show the first one. Applying the jump conditions (3.4), we can show that coefficients of \( v(x,y) \) must satisfy the following equality:

\[ M^- \begin{pmatrix} c^-_1 \\ c^-_2 \\ c^-_3 \end{pmatrix} = M^+ \begin{pmatrix} c^+_1 \\ c^+_2 \\ c^+_3 \end{pmatrix}, \]

where \( M^s, s = -, + \) are two matrices. Without loss of generality, we further assume

\[ D = (0, dh), E = (eh, 0), \text{ with } 0 \leq d \leq 1, 0 \leq e \leq 1. \]

Then

\[ M^s = \begin{pmatrix} 1 & 0 & dh \\ 1 & eh & 0 \\ 0 & -\beta^s dh & -\beta^s eh \end{pmatrix}, \quad s = - \text{ or } +, \]
whose determinant is
\[
\det(M^*) = -\beta^s(d^2 + e^2)h^2, \quad s = - \text{ or } +,
\]
which is nonzero because \((d, e) \neq (0, 0)\). Hence, we can solve for \(c_i^+\) in terms of \(c_i^-\) to have
\[
(3.6) \quad c_i^+ = f_{i1}c_1^- + f_{i2}c_2^- + f_{i3}c_3^-, \quad i = 1, 2, 3,
\]
\[
(3.7) \quad f_{ij} = \frac{g_{ij}^- \beta^-}{\beta^- (d^2 + e^2)} + \frac{g_{ij}^+ \beta^+}{\beta^+(d^2 + e^2)}, \quad 1 \leq i, j \leq 3,
\]
with
\[
g_{i1} = 0, \quad g_{i1}^+ = d^2 + e^2, \quad g_{i2} = -d^2eh, \quad g_{i2}^+ = d^2eh, \quad g_{i3} = -de^2h, \quad g_{i3}^+ = de^2h,
\]
\[
g_{21} = 0, \quad g_{21}^+ = 0, \quad g_{22} = d^2, \quad g_{22}^+ = e^2, \quad g_{23} = de, \quad g_{23}^+ = -de,
\]
\[
g_{31} = 0, \quad g_{31}^+ = 0, \quad g_{32} = de, \quad g_{32}^+ = -de, \quad g_{33} = e^2, \quad g_{33}^+ = d^2.
\]
Therefore, there exists a constant \(C\) that depends on \(\beta^-\) and \(\beta^+\) but is independent of \(d, e\), such that
\[
|f_{ij}| \leq C, \quad 1 \leq i, j \leq 3.
\]
Then, the second inequality in (3.5) follows from (3.6) and the above bounds for \(|f_{ij}|, 1 \leq i, j \leq 3\).

Remark 3.1. In the proof of Lemma 3.1, we have shown \(f_{i1} = 0, \ i = 2, 3\). Consequently, we can show that there exists a constant \(C > 1\) such that
\[
(3.8) \quad \frac{1}{C} \| (c_2^-, c_3^-) \| \leq \| (c_2^+, c_3^+) \| \leq C \| (c_2^-, c_3^-) \|.
\]

Now, we establish the trace inequality on a triangular interface element \(K = \triangle A_1 A_2 A_3\).

Lemma 3.2. There exists a constant \(C\) independent of the interface location such that for every linear IFE function \(v\) on \(K\), the following inequalities hold:
\[
(3.9) \quad \| \beta v_p \|_{L^2(B)} \leq Ch^{1/2} |K|^{-1/2} \| \sqrt{\beta} \nabla v \|_{L^2(K)}, \quad p = x, y,
\]
\[
(3.10) \quad \| \beta \nabla v \cdot n_B \|_{L^2(B)} \leq Ch^{1/2} |K|^{-1/2} \| \sqrt{\beta} \nabla v \|_{L^2(K)}.
\]

Proof. Without loss of generality, we assume again that the interface \(\Gamma\) intersects with the boundary of \(K\) at
\[
D = (0, dh), \quad E = (eh, 0) \text{ with } 0 \leq d \leq 1, \ 0 \leq e \leq 1,
\]
and the line \(DE\) separates \(K\) into two subelement \(K^-\) and \(K^+\) with \(A_3 \in K^+\) and \(|K^+| \geq \frac{1}{4} |K|\). Furthermore, we assume that \(B = A_1 A_3\) is an interface edge with \(B = B^- \cup B^+\). Similar arguments can be applied to establish the trace inequality in other cases.

By direct calculations, we have
\[
\| \beta^+ v_x \|_{L^2(B^+)}^2 = (c_2^+)^2 |B^+| (|\beta^+|)^2 \leq ((c_2^+)^2 + (c_3^+)^2) |K^+| \frac{|B^+|}{|K^+|} (|\beta^+|)^2
\]
\[
= \beta^+ \frac{|B^+|}{|K^+|} \| \sqrt{\beta^+} \nabla v \|_{L^2(K^+)}^2 \leq C \frac{|B^+|}{|K^+|} \| \sqrt{\beta} \nabla v \|_{L^2(K)}^2.
\]
i.e.,

\[ \| \beta^+ v_x \|_{L^2(B^+)} \leq 2C h^{1/2} |K|^{-1/2} \| \beta \nabla v \|_{L^2(K)}. \tag{3.11} \]

Similarly, we can show that

\[ \| \beta^+ v_y \|_{L^2(B^+)} \leq 2C h^{1/2} |K|^{-1/2} \| \beta \nabla v \|_{L^2(K)}. \tag{3.12} \]

On \( B^- \), applying the estimates in Remark 3.1, we have

\[
\| \beta^- v_x \|_{L^2(B^-)}^2 = (c^-_2)^2 |B^-| \left( |\beta^-| \right)^2 \leq C((c^-_2)^2 + (c^+_3)^2) |K^+| \frac{|B^-|}{|K^+|} \left( |\beta^-| \right)^2.
\]

Hence,

\[ \| \beta^- v_x \|_{L^2(B^-)} \leq 2C h^{1/2} |K|^{-1/2} \| \beta \nabla v \|_{L^2(K)}. \tag{3.13} \]

Similarly,

\[ \| \beta^- v_y \|_{L^2(B^-)} \leq 2C h^{1/2} |K|^{-1/2} \| \beta \nabla v \|_{L^2(K)}. \tag{3.14} \]

Then, the combination of (3.11) and (3.13) yields the inequality (3.9) for \( p = x \). Similarly, the inequality (3.9) for \( p = y \) follows from combining (3.12) and (3.14). Finally, (3.10) follows directly from (3.9).

**3.2. Trace inequalities for bilinear IFE functions.** Without loss of generality, we consider a rectangular interface element \( K \) with the following vertices:

\[ A_1 = (0, 0), \quad A_2 = (h, 0), \quad A_3 = (0, h), \quad A_4 = (h, h). \]

Again, assume that the interface \( \Gamma \) intersects with \( \partial K \) at points \( D \) and \( E \) and the linear \( DE \) separates \( K \) into two subelements \( K^- \) and \( K^+ \); see the illustration on the right on Figure 1. We assume that \( K \) is one of the two types of rectangular interface elements [29, 30]:

\( K \) is a Type I interface element if interface \( \Gamma \) intersects \( \partial K \) at

\[ D = (0, dh), E = (eh, 0), \quad 0 \leq d \leq 1, 0 \leq e \leq 1. \]

\( K \) is a Type II interface element if interface \( \Gamma \) intersects \( \partial K \) at

\[ D = (dh, h), E = (eh, 0), \quad 0 \leq d \leq 1, 0 \leq e \leq 1. \]

On this interface element \( K \), let \( v \) be a bilinear IFE function in the following form:

\[
v(x, y) = \begin{cases} v^- (x, y) = c^-_1 + c^-_2 x + c^-_3 y + c_4 xy & \text{if } (x, y) \in K^-, \\
v^+ (x, y) = c^+_1 + c^+_2 x + c^+_3 y + c_4 xy & \text{if } (x, y) \in K^+. \end{cases}
\tag{3.15}
\]
which satisfies pertinent interface jump conditions [29, 31]. First, using similar arguments, we can show that the coefficients of a bilinear IFE function $v$ satisfy inequalities similar to those in Lemma 3.1.

**Lemma 3.3.** There exists a constant $C > 1$ independent of the interface location such that for every bilinear IFE function $v$ on the interface element $K$ defined in (3.15) the following inequalities hold:

\[
\frac{1}{C} \left\| (c_1^+, c_2^+, c_3^+, c_4^+) \right\| \leq \left\| (c_1^-, c_2^-, c_3^-, c_4^-) \right\| \leq C \left\| (c_1^+, c_2^+, c_3^+, c_4^+) \right\|.
\]

The proof of trace inequalities for a bilinear IFE function is a little more complicated because its gradient is not a constant. The following lemma provides an aid.

**Lemma 3.4.** Assume that $K$ is an interface element such that

\[
|K^\ast| \geq \frac{1}{2} |K|
\]

with $s = -$ or $+$. Then there exists a polygon $\tilde{K} \subset K^\ast$ and two positive constants $C_1$ and $C_2$ independent of the interface location such that

\[
\left| \tilde{K} \right| \geq C_1 |K|,
\]

\[
\frac{h}{|K|} \left\| \sqrt{\beta^s} \nabla v \right\|_{L^2(\tilde{K})}^2 \geq C_2 \beta^s (h(c_2^s)^2 + h(c_3^s)^2 + h^3(c_4^s)^2).
\]

**Proof.** Let us partition $K$ into four congruent squares $K_i, i = 1, 2, 3, 4$ by the lines connecting the two pairs of opposite mid points of edges of $K$ such that $A_i$ is a vertex of $K_i$. Since $|K^\ast| \geq \frac{1}{2} |K|$, one of these four small squares must be inside $K^\ast$. Without loss of generality, we assume that $K_4 \subset K^\ast$. By direct calculations, we have

\[
\left\| v_x \right\|_{L^2(K_4)}^2 = \frac{h^2}{48} (12(c_2^s)^2 + 18c_3^s c_4^s h + 7c_4^s h^2)
\]

\[
\geq \frac{h^2}{48} \left( 12 - \frac{9}{\sigma_1} \right) (c_2^s)^2 + (7 - 9\sigma_1) c_4^s h^2,
\]

\[
\left\| v_y \right\|_{L^2(K_4)}^2 = \frac{h^2}{48} (12(c_3^s)^2 + 18c_3^s c_4^s h + 7c_4^s h^2)
\]

\[
\geq \frac{h^2}{48} \left( 12 - \frac{9}{\sigma_2} \right) (c_3^s)^2 + (7 - 9\sigma_2) c_4^s h^2,
\]

where $\sigma_1$ and $\sigma_2$ are arbitrary positive constants. Letting $\sigma_i = \sigma \in (9/12, 7/9), i = 1, 2$ in the above inequalities leads to

\[
\left\| \nabla v \right\|_{L^2(K_4)}^2 \geq C h^2 ((c_2^s)^2 + (c_3^s)^2 + c_4^s h^2),
\]

where

\[
C = \min \left\{ 12 - \frac{9}{\sigma}, 2(7 - 9\sigma) \right\} > 0.
\]

Then, (3.17) and (3.18) follow by letting $\tilde{K} = K_4$. \(\square\)

Now, we are ready to establish the trace inequality for bilinear IFE functions on an interface element $K = \square A_1A_2A_3A_4$. 
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LEMMA 3.5. There exists a constant $C$ independent of the interface location such that for every bilinear IFE function $v(x, y)$ on $K$, the following inequalities hold:

\begin{align}
(3.19) \quad & \| \beta v_p \|_{L^2(B \setminus K)} \leq C h^{1/2} |K|^{-1/2} \left\| \sqrt{\beta} \nabla v \right\|_{L^2(K)}, \quad p = x, y, \\
(3.20) \quad & \| \beta \nabla v \cdot n_B \|_{L^2(B \setminus K)} \leq C h^{1/2} |K|^{-1/2} \left\| \sqrt{\beta} \nabla v \right\|_{L^2(K)}.
\end{align}

Proof. Without loss of generality, we assume that $K$ is a Type I interface element and $B = A_1 A_3$ is an interface edge. To be more specific, we also assume that $A_4 \in K^+$ and $|K^+| \geq \frac{1}{2} |K|$. Then

$$B = B^- \cup B^+, \quad B^- = A_1 D, \quad B^+ = DA_3.$$ 

Direct calculations lead to

\begin{align}
(3.21) \quad & \| \beta^+ v_p \|_{L^2(B^+ \setminus K)}^2 = (\beta^+) \left\{ dh(c_2^+)^2 + d^2 h^2 c_4^+ c_4 + \frac{1}{3} d^3 h^2 c_4^2 \right\}, \\
(3.22) \quad & \| \beta^- v_p \|_{L^2(B^- \setminus K)}^2 = (\beta^-)^2 dh(c_2^-)^2, \\
(3.23) \quad & \| \beta^+ v_p \|_{L^2(B^+ \setminus K)}^2 = (\beta^+) \left\{ (1 - d) h(c_2^+)^2 + (1 - d^2) h^2(c_2^+ c_4 + \frac{1}{3} (1 - d^3) h^2 c_4^2 \right\}, \\
(3.24) \quad & \| \beta^- v_p \|_{L^2(B^- \setminus K)}^2 = (\beta^-)^2 (1 - d) h(c_2^-)^2.
\end{align}

Applying (3.17) and (3.18) to (3.23) and (3.24) yields

\begin{align}
(3.25) \quad & \| \beta^+ v_p \|_{L^2(B^+ \setminus K)}^2 \leq C \frac{h}{|K|} \left\| \sqrt{\beta} \nabla v \right\|_{L^2(K^+)}^2 \leq C \left( \frac{h}{|K|} \right)^{2} \left\| \sqrt{\beta} \nabla v \right\|_{L^2(K)}^2, \quad p = x, y. \\
(3.26) \quad & \| \beta^- v_p \|_{L^2(B^- \setminus K)}^2 \leq C \frac{h}{|K|} \left\| \sqrt{\beta} \nabla v \right\|_{L^2(K^+)}^2 \leq C \left( \frac{h}{|K|} \right)^{2} \left\| \sqrt{\beta} \nabla v \right\|_{L^2(K)}^2, \quad p = x, y.
\end{align}

Moreover, applying (3.16), (3.17), and (3.18) to (3.21) and (3.22) leads to

Then, (3.19) follows from combining (3.25) and (3.26). Finally, (3.20) obviously follows from (3.19). 

4. Error estimation for partially penalized IFE methods. We show that the IFE solution to the interface problem solved from (2.4) has an optimal convergence from the point of the polynomials used in the involved IFE spaces. Unless otherwise specified, we always assume that $T_h, 0 < h < 1$ is a family of regular Cartesian triangular or rectangular meshes [19].

We start by proving the coercivity of the bilinear form $a_h(\cdot, \cdot)$ defined in (2.5) on the IFE space $S_h(\Omega)$ with respect to the following energy norm:

\begin{align}
(4.1) \quad & \| v_h \|_h = \left( \sum_{K \in T_h} \int_K \beta \nabla v_h \cdot \nabla v_h dX + \sum_{B \in E_h} \int_B \frac{\sigma_0}{|B|} [v_h][v_h] ds \right)^{1/2}.
\end{align}

LEMMA 4.1. There exists a constant $\kappa > 0$ such that

\begin{align}
(4.2) \quad & \kappa \| v_h \|_h^2 \leq a_h(v_h, v_h) \quad \forall v_h \in S_h(\Omega)
\end{align}

is true for $\epsilon = 1$ unconditionally and is true for $\epsilon = 0$ or $\epsilon = -1$ under the condition that the stabilization parameter $\sigma_0$ in $a_h(\cdot, \cdot)$ is large enough.
\textbf{Proof.} First, for $\epsilon = 1$, we note that the coercivity follows directly from the definitions of $a_h(\cdot, \cdot)$ and $\|\cdot\|_h$.

For $\epsilon = -1,0$, note that

\begin{equation}
(4.3) \quad a_h(v_h, v_h) = \sum_{K \in \mathcal{T}_h} \int_K \beta \nabla v_h \cdot \nabla v_h \, dx + (\epsilon - 1) \sum_{B \in \mathcal{E}_h} \int_B \{\beta \nabla v_h \cdot n_B\} [v_h] \, ds \\
+ \sum_{B \in \mathcal{E}_h} \int_B \frac{\sigma_B^0}{|B|} [v_h][v_h] \, ds,
\end{equation}

and the main concern is the second term on the right-hand side. For each interface edge $B \in \mathcal{E}_h$, we let $K_{B,i} \in \mathcal{T}_h$, $i = 1, 2$ be the two elements sharing $B$ as their common edge. Then, by the trace inequality (3.10) or (3.20) and using $\alpha \geq 1$, we have

\[
\int_B \{\beta \nabla v_h \cdot n_B\} [v_h] \, ds \\
\leq \|\{\beta \nabla v_h \cdot n_B\}\|_{L^2(B)} \|v_h\|_{L^2(B)} \\
\leq \left( \frac{1}{2} \right) \|\{\beta \nabla v_h \cdot n_B\}\|_{L^2(K_{B,1})} + \left( \frac{1}{2} \right) \|\{\beta \nabla v_h \cdot n_B\}\|_{L^2(K_{B,2})} \|v_h\|_{L^2(B)} \\
\leq \left( \frac{C}{2} h_{K_{B,1}}^{-1/2} \|\sqrt{\beta} \nabla v_h\|_{L^2(K_{B,1})} + \frac{C}{2} \frac{\sigma_B^0}{|B|} \|\sqrt{\beta} \nabla v_h\|_{L^2(K_{B,2})} \right) \|v_h\|_{L^2(B)} \\
= \frac{C}{2} |B|^{\alpha/2} \left( h_{K_{B,1}}^{-1/2} \|\sqrt{\beta} \nabla v_h\|_{L^2(K_{B,1})} \\
+ \frac{\sigma_B^0}{|B|} \|\sqrt{\beta} \nabla v_h\|_{L^2(K_{B,2})} \right) \frac{1}{|B|^{\alpha/2}} \|v_h\|_{L^2(B)} \\
\leq C \left( \|\sqrt{\beta} \nabla v_h\|_{L^2(K_{B,1})}^2 + \|\sqrt{\beta} \nabla v_h\|_{L^2(K_{B,2})}^2 \right)^{1/2} \frac{1}{|B|^{\alpha/2}} \|v_h\|_{L^2(B)}.
\]

Therefore, for any $\delta > 0$, we have

\begin{equation}
(4.4) \quad \sum_{B \in \mathcal{E}_h} \int_B \{\beta \nabla v_h \cdot n_B\} [v_h] \, ds \\
\leq \sum_{B \in \mathcal{E}_h} \frac{C}{2} \left( \|\sqrt{\beta} \nabla v_h\|_{L^2(K_{B,1})}^2 + \|\sqrt{\beta} \nabla v_h\|_{L^2(K_{B,2})}^2 \right)^{1/2} \frac{1}{|B|^{\alpha/2}} \|v_h\|_{L^2(B)} \\
\leq \frac{\delta}{2} \sum_{K \in \mathcal{T}_h} \|\sqrt{\beta} \nabla v_h\|_{L^2(K)}^2 + \frac{C}{2\delta} \sum_{B \in \mathcal{E}_h} \frac{1}{|B|^{\alpha}} \|v_h\|_{L^2(B)}^2.
\end{equation}

Then for $\epsilon = 0$ we let $\delta = 1$ and $\sigma_B^0 = C$, and for $\epsilon = -1$ we let $\delta = 1/2$ and $\sigma_B^0 = 5C/2$, where $C$ is in the above inequality. The coercivity result (4.2) follows from using these parameters in (4.4) and putting it in (4.3). \hfill \Box

In the error estimation for the IFE solution, we need to use the fact that both linear and bilinear IFE spaces have the optimal approximation capability \cite{29, 30, 38}. In particular, for every $u \in H^1_0(\Omega)$ satisfying the interface jump conditions (1.3) and (1.4), there exists a constant $C$ such that the interpolation $I_hu$ in the (either linear
or bilinear) IFE space $S_h(\Omega)$ has the following error bound:

\[
(4.10) \quad \|u - I_h u\|_{L^2(\Omega)} + h \left( \sum_{T \in T_h} \|u - I_h u\|_{H^1(T)}^2 \right)^{1/2} \leq C h^2 \|u\|_{H^3(\Omega)}.
\]

In addition, we also need the error bound for $I_h u$ on interface edges, which is given in the following lemma.

**Lemma 4.2.** For every $u \in \dot{H}^3(\Omega)$ satisfying the interface jump conditions (1.3) and (1.4), there exists a constant $C$ independent of the interface such that its interpolation $I_h u$ in the IFE space $S_h(\Omega)$ has the following error bound:

\[
(4.11) \quad \|\beta (\nabla (u - I_h u))|_{\partial B}|n_B\|_{L^2(\partial B)} \leq C (h^2 \|u\|_{H^3(\Omega)} + h \|u\|_{H^2(K)}^2),
\]

where $K$ is an interface element and $B$ is one of its interface edges.

**Proof.** We give a proof for linear IFEs, and the arguments can be used to establish this error bound for bilinear IFEs.

Without loss of generality, let $K = \triangle A_1 A_2 A_3$ be an interface triangle such that

\[
(4.7) \quad A_1 = (0, h), A_2 = (0, 0), A_3 = (h, 0)
\]

and assume that the interface points on the edge of $K$ are

\[
(4.8) \quad D = (0, d), E = (e, h - e)
\]

with $A_1 \in K^+$. Also, we only discuss $B = \overline{A_1 A_2}$; the estimate on the other interface edge can be established similarly.

By Lemmas 3.3 and 3.4 in [38], for every $X \in \overline{DA_2}$, we have

\[
(4.9) \quad (I_h u(X) - u(X))_p = \left( N^-(D) - N_{\partial \Gamma E} \right) \nabla u^{-}(X) (A_1 - D) \frac{\partial \phi_1(X)}{\partial p} + I_1(X) \frac{\partial \phi_1(X)}{\partial p} + I_2(X) \frac{\partial \phi_2(X)}{\partial p} + I_3(X) \frac{\partial \phi_3(X)}{\partial p}, \quad p = x, y,
\]

where

\[
N^-(D) = \begin{bmatrix} n_y(D)^2 + \rho n_x(D)^2 & (\rho - 1)n_x(D)n_y(D) \\ (\rho - 1)n_x(D)n_y(D) & n_y(D)^2 + \rho n_x(D)^2 \end{bmatrix},
\]

\[
N_{\partial \Gamma E} = \begin{bmatrix} \bar{n}_y^2 + \bar{\rho} \bar{n}_x^2 & (\rho - 1)\bar{n}_x \bar{n}_y \\ (\rho - 1)\bar{n}_x \bar{n}_y & \bar{n}_y^2 + \rho \bar{n}_x^2 \end{bmatrix}
\]

$\rho = \beta^- / \beta^+$, $n(X) = (n_x(X), n_y(X))^T$ is the normal of $\Gamma$ at $X$, $n(\partial \Gamma E) = (\bar{n}_x, \bar{n}_y)^T$ is the normal of $\partial \Gamma E$, and

\[
I_i(X) = (1 - t_d) (N^-(D) - I) \int_0^1 (tD + (1 - t)X) \cdot (A_1 - D) dt + \int_0^t (1 - t) \frac{d^2 u^{-}}{dt^2} (tA_1 + (1 - t)X) dt,
\]

\[
(4.10) \quad + \int_{t_d}^1 (1 - t) \frac{d^2 u^+}{dt^2} (tA_1 + (1 - t)X) dt,
\]

\[
(4.11) \quad I_i(X) = \int_0^1 (1 - t) \frac{d^2 u^{-}}{dt^2} (tA_2 + (1 - t)X) dt, \quad i = 2, 3,
\]
where \( D = t_dA_1 + (1 - t_d)X = X + t_d(A_1 - X) \). By Lemma 3.1 and Theorem 2.4 of [38], we have

\[
\tag{4.12} \int_{DA_2} \left( (N^- (D) - N^- D) \nabla u^- (X) (A_1 - D) \frac{\partial \phi_1 (X)}{\partial p} \right)^2 dX \leq Ch^3 \| u \|^{2}_{H^3(\Omega^-)}
\]

for \( p = x, y \). By direct calculations, we have

\[
\left| \frac{d \nabla u^-}{dt} (tD + (1 - t)X) \cdot (A_1 - X) \right|
\]

\[
\leq \left( |u^-_{xx} (tD + (1 - t)X)(x_d - x)(x_1 - x)| + |u^-_{xy} (tD + (1 - t)X)(y_d - y)(x_1 - x)| \\
+ |u^-_{yx} (tD + (1 - t)X)(x_d - x)(y_1 - y)| + |u^-_{yy} (tD + (1 - t)X)(y_d - y)(y_1 - y)| \right)
\]

and

\[
\left| \frac{d^2 u^s}{dt^2} (tA_i + (1 - t)X) \right|
\]

\[
\leq \left( |u^-_{xx} (tA_i + (1 - t)X)(x_i - x)(x_1 - x)| + |u^-_{xy} (tA_i + (1 - t)X)(y_i - y)(x_1 - x)| \\
+ |u^-_{yx} (tA_i + (1 - t)X)(x_i - x)(y_1 - y)| + |u^-_{yy} (tA_i + (1 - t)X)(y_i - y)(y_1 - y)| \right),
\]

where \( s = \pm, i = 1, 2, 3 \). Let \( I_{1i}(X), i = 1, 2, 3 \) be three integrals in \( I_1(X) \), respectively. Then, by Theorem 2.4 of [38], we have

\[
\int_{DA_2} \left( I_{11}(X) \frac{\partial \phi_1 (X)}{\partial p} \right)^2 dX
\]

\[
\leq C h^2 \int_0^1 \int_0^d (1 - t_d)^2 |u^-_{yy}(0, ty_d + (1 - t)y)(y_d - y)(h - y)|^2 dt dy
\]

\[
\tag{4.13} \leq Ch^2 \int_0^1 |u^-_{yy}(0, z)|^2 dz \leq Ch^2 \| u \|^{2}_{H^3(\Omega^-)},
\]

\[
\int_{DA_2} \left( I_{12}(X) \frac{\partial \phi_1 (X)}{\partial p} \right)^2 dX
\]

\[
\leq C \int_0^1 \int_0^d \int_0^1 |u^-_{yy}(0, y + t(h - y))|^2 (h - y)^2 (1 - t)^2 dt dy
\]

\[
\tag{4.14} \leq Ch^2 \int_0^1 |u^-_{yy}(0, z)|^2 dz \leq Ch^2 \| u \|^{2}_{H^3(\Omega^-)},
\]

\[
\int_{DA_2} \left( I_{13}(X) \frac{\partial \phi_1 (X)}{\partial p} \right)^2 dX
\]

\[
\leq C \int_0^d \int_1^{1 + d} |u^-_{yy}(0, y + t(h - y))|^2 (h - y)^2 (1 - t)^2 dt dy
\]

\[
\tag{4.15} \leq Ch^2 \int_0^d |u^-_{yy}(0, z)|^2 dz \leq Ch^2 \| u \|^{2}_{H^3(\Omega^+)}.
\]

Similarly, we can show that

\[
\int_{DA_2} \left( I_2(X) \frac{\partial \phi_2 (X)}{\partial p} \right)^2 dX \leq C \int_0^d \int_0^1 |u^-_{yy}(0, (1 - t)y)|^2 y^2 (1 - t)^2 dt dy
\]

\[
\leq Ch^2 \int_0^d |u^-_{yy}(0, z)|^2 dz \leq Ch^2 \| u \|^{2}_{H^3(\Omega^-)}.
\]

(4.16)
For the term involving $I_3(X)$, we have

\begin{equation}
\int_{\Delta A_2} \left( I_3(X) \frac{\partial \phi_3(X)}{\partial p} \right)^2 dX \leq C \left( h^2 \int_0^d \int_0^1 |u_{xx}(th, (1-t)y)|^2 (1-t)^2 dt dy \\
+ \int_0^d \int_0^1 |u_{xy}(th, (1-t)y)|^2 y^2(1-t)^2 dt dy \\
+ \int_0^d \int_0^1 |u_{yx}(th, (1-t)y)|^2 y^2(1-t)^2 dt dy \\
+ \int_0^d \int_0^1 |u_{yy}(th, (1-t)y)|^2 y^2(1-t)^2 dt dy \right).
\end{equation}

(4.17)

Let $th = p$, $(1-t)y = q$, and then we have

$$\frac{q^2}{h-p} = \frac{(1-t)^2 y^2}{h-th} = (1-t)y \frac{y}{h}, |(1-t)y| \leq h, \frac{y}{h} \leq 1.$$

Hence,

\begin{align*}
&h^2 \int_0^d \int_0^1 |u_{xx}(th, (1-t)y)|^2 (1-t)^2 dt dy \\
&= \iint_{\Delta A_2 A_3} |u_{xx}(p, q)|^2 \frac{h^2(1-p/h)^2}{h-p} dp dq \\
&\leq \iint_{\Delta A_2 A_3} |u_{xx}(p, q)|^2 (h-p) dp dq \leq Ch \|u\|^2_{\dot{H}^2(K)},
\end{align*}

\begin{align*}
&\int_0^d \int_0^1 |u_{xy}(th, (1-t)y)|^2 y^2(1-t)^2 dt dy \\
&= \iint_{\Delta A_2 A_3} |u_{xy}(p, q)|^2 \frac{q^2}{h-p} dp dq \leq Ch \|u\|^2_{\dot{H}^2(K)},
\end{align*}

\begin{align*}
&\int_0^d \int_0^1 |u_{yx}(th, (1-t)y)|^2 y^2(1-t)^2 dt dy \\
&= \iint_{\Delta A_2 A_3} |u_{yx}(p, q)|^2 \frac{q^2}{h-p} dp dq \leq Ch \|u\|^2_{\dot{H}^2(K)}.
\end{align*}

Using these estimates in (4.16), we have

\begin{equation}
\int_{\Delta A_2} \left( I_3(X) \frac{\partial \phi_3(X)}{\partial p} \right)^2 dX \leq Ch \|u\|^2_{\dot{H}^2(K)}.
\end{equation}

(4.18)

Finally, the inequality (4.6) follows from putting estimates (4.12)–(4.16) and (4.18) into (4.9).

Remark 4.1. For every $u \in \dot{W}^{2,\infty}(\Omega)$ satisfying the interface jump conditions (1.3) and (1.4), we can also show that there exists a constant $C$ independent of the
interface such that the interpolation $I_h u$ in the IFE space $S_h(\Omega)$ fulfills
\begin{equation}
\| \beta(\nabla (u - I_h u)) |_{\mathbf{n}_B} \|_{L^2(B)}^2 \leq C h^3 \| u \|_{H^2(\Omega)}^2,
\end{equation}
where $K$ is an interface element and $B$ is one of its interface edges. A proof for (4.19) is given in Appendix A, which uses arguments similar to those for proving Lemma 4.2.

Now, we are ready to derive the error bound for IFE solutions generated by the partially penalized IFE method (2.4).

**Theorem 4.3.** Assume that the exact solution $u$ to the interface problem (1.1)-(1.4) is in $H^3(\Omega)$ and $u_h$ is its IFE solution generated with $\alpha = 1$ on a Cartesian (either triangular or rectangular) mesh $\mathcal{T}_h$. Then there exists a constant $C$ such that
\begin{equation}
\| u - u_h \|_h \leq Ch \| u \|_{H^3(\Omega)}.
\end{equation}

**Proof.** From the weak form (2.3) and the IFE equation (2.4), we have
\begin{equation}
a_h(v_h, u_h - w_h) = a_h(v_h, u - w_h) \quad \forall v_h, w_h \in S_h(\Omega).
\end{equation}
Letting $v_h = u_h - w_h$ in (4.21) and using the coercivity of $a_h(\cdot, \cdot)$, we have
\begin{equation}
\kappa \| u_h - w_h \|_h^2 \leq |a_h(u_h - w_h, u_h - w_h)| = |a_h(u_h - w_h, u - w_h)|
\end{equation}
\begin{align*}
&\leq \left| \sum_{K \in \mathcal{T}_h} \int_K \beta \nabla (u_h - w_h) \cdot \nabla (u - w_h) dX \right| \\
&+ \sum_{B \in \mathcal{E}_h} \int_B \{ \beta \nabla (u - w_h) \cdot \mathbf{n}_B \} [u_h - w_h] ds \\
&+ \epsilon \sum_{B \in \mathcal{E}_h} \int_B \{ \beta \nabla (u_h - w_h) \cdot \mathbf{n}_B \} [u - w_h] ds \\
&+ \sum_{B \in \mathcal{E}_h} \int_B \sigma_B^0 [u_h - w_h] [u - w_h] ds.
\end{align*}

We denote the four terms on the right of (4.22) by $Q_i$, $i = 1, 2, 3, 4$. Then,
\begin{align*}
Q_1 &\leq \left( \sum_{K \in \mathcal{T}_h} \left\| \beta^{1/2} \nabla (u - w_h) \right\|_{L^2(K)}^2 \right)^{1/2} \left( \sum_{K \in \mathcal{T}_h} \left\| \beta^{1/2} \nabla (u_h - w_h) \right\|_{L^2(K)}^2 \right)^{1/2} \\
&\leq \frac{3}{2\kappa} \max(\beta^-, \beta^+) \left\| \nabla (u - w_h) \right\|_{L^2(\Omega)}^2 + \kappa \sum_{K \in \mathcal{T}_h} \left\| \beta^{1/2} \nabla (u_h - w_h) \right\|_{L^2(K)}^2 \\
&\leq C \left\| \nabla (u - w_h) \right\|_{L^2(\Omega)}^2 + \frac{\kappa}{6} \| u_h - w_h \|_h^2, \\
Q_2 &\leq \frac{\kappa}{6} \sum_{B \in \mathcal{E}_h} \frac{\sigma_B^0}{|B|^2} \left\| [u_h - w_h] \right\|_{L^2(B)}^2 + C \sum_{B \in \mathcal{E}_h} \frac{|B|^\alpha}{\sigma_B^0} \left\| \{ \beta \nabla (u_h - w_h) \cdot \mathbf{n}_B \} \right\|_{L^2(B)}^2 \\
&\leq \frac{\kappa}{6} \| u_h - w_h \|_h^2 + C \sum_{B \in \mathcal{E}_h} \frac{|B|^\alpha}{\sigma_B^0} \left\| \{ \beta \nabla (u_h - w_h) \cdot \mathbf{n}_B \} \right\|_{L^2(B)}^2.
\end{align*}
To bound $Q_3$, for each $B \in \mathcal{E}_h^i$ we let $K_{B,i} \in T_h$, $i = 1, 2$ be such that $B = K_{B,1} \cap K_{B,2}$. First, by the standard trace inequality on elements for $H^1$ functions, we have
\[
\|[u - w_h]\|_{L^2(B)} \leq \|[u - w_h]\|_{K_{B,1}} + \|[u - w_h]\|_{K_{B,2}} \leq C h^{-\frac{1}{2}} \left( \|u - w_h\|_{L^2(K_{B,1})} + h \|\nabla(u - w_h)\|_{L^2(K_{B,1})} \right) + C h^{-\frac{1}{2}} \left( \|u - w_h\|_{L^2(K_{B,2})} + h \|\nabla(u - w_h)\|_{L^2(K_{B,2})} \right).
\]
Then, applying the trace inequalities established in Lemma 3.2 or Lemma 3.5 depending on whether linear IFEs or bilinear IFE are considered, we have
\[
\|[\beta \nabla(u_h - w_h) \cdot n_B]\|_{L^2(B)} \leq \frac{C}{2} h^{-\frac{1}{2}} \left( \|\sqrt{\beta} \nabla(u_h - w_h)\|_{L^2(K_{B,1})} + \|\sqrt{\beta} \nabla(u_h - w_h)\|_{L^2(K_{B,2})} \right).
\]
Hence,
\[
Q_3 \leq \kappa \sum_{B \in \mathcal{E}_h^i} \|[\beta \nabla(u_h - w_h) \cdot n_B]\|_{L^2(B)} \|[u - w_h]\|_{L^2(B)} \leq C h^{-2} \left( \|u - w_h\|^2_{L^2(\Omega)} + h^2 \|\nabla(u - w_h)\|^2_{L^2(\Omega)} \right) + \frac{\kappa}{6} \|u - w_h\|^2.
\]
To bound $Q_4$, by the standard trace inequality we have
\[
\int_B \frac{\sigma_B^0}{|B|^{\frac{3}{2}}} [u - w_h][u - w_h] ds = \frac{\sigma_B^0}{|B|^{\frac{3}{2}}} \|[u - w_h]\|_{L^2(B)}^2 \leq \frac{\sigma_B^0}{|B|^{\frac{3}{2}}} \left( \|[u - w_h]\|_{K_{B,1}} + \|[u - w_h]\|_{K_{B,2}} \right)^2 \leq \frac{\sigma_B^0}{|B|^{\frac{3}{2}}} C |B| |K_{B,1}|^{-1} \left( \|u - w_h\|_{L^2(K_{B,1})} + h \|\nabla(u - w_h)\|_{L^2(K_{B,1})} \right)^2 + \frac{\sigma_B^0}{|B|^{\frac{3}{2}}} C |B| |K_{B,2}|^{-1} \left( \|u - w_h\|_{L^2(K_{B,2})} + h \|\nabla(u - w_h)\|_{L^2(K_{B,2})} \right)^2 \leq C h^{-(\alpha+1)} \left( \|u - w_h\|_{L^2(K_{B,1})} + h \|\nabla(u - w_h)\|_{L^2(K_{B,1})} \right)^2 + C h^{-(\alpha+1)} \left( \|u - w_h\|_{L^2(K_{B,2})} + h \|\nabla(u - w_h)\|_{L^2(K_{B,2})} \right)^2,
\]
where we have used the facts that
\[
|B| = h \quad \text{or} \quad |B| = \sqrt{2} h, \quad |K_{B,i}| = \frac{h^2}{2}, \quad \text{or} \quad |K_{B,i}| = h^2, \quad i = 1, 2.
\]
Then,
\[
Q_4 \leq \sum_{B \in \mathcal{E}_h^i} \left( \frac{\kappa}{6} \int_B \frac{\sigma_B^0}{|B|^{\frac{3}{2}}} [u_h - w_h][u_h - w_h] ds + \frac{3}{2\kappa} \int_B \frac{\sigma_B^0}{|B|^{\frac{3}{2}}} [u - w_h][u - w_h] ds \right) \leq \frac{\kappa}{6} \|u_h - w_h\|^2 + \frac{3}{2\kappa} \sum_{B \in \mathcal{E}_h^i} \int_B \frac{\sigma_B^0}{|B|^{\frac{3}{2}}} [u - w_h][u - w_h] ds \leq \frac{\kappa}{6} \|u_h - w_h\|^2 + C h^{-(\alpha+1)} \left( \|u - w_h\|^2_{L^2(\Omega)} + h^2 \|\nabla(u - w_h)\|^2_{L^2(\Omega)} \right).
\]
Then, we put all these bounds for $Q_i$, $i = 1, 2, 3, 4$ in (4.22) to have

$$
\|u_h - w_h\|_h^2 \leq C \|\nabla (u - w_h)\|_{L^2(\Omega)}^2 + C \sum_{B \in \mathcal{E}_h^i} \frac{|B|^\alpha}{\sigma_B} \|\{\beta \nabla (u - w_h) \cdot n_B\}\|_{L^2(B)}^2 \\
+ Ch^{-2} \left( \|u - w_h\|_{L^2(\Omega)}^2 + h^2 \|\nabla (u - w_h)\|_{L^2(\Omega)}^2 \right) \\
+ Ch^{-\alpha+1} \left( \|u - w_h\|_{L^2(\Omega)}^2 + h^2 \|\nabla (u - w_h)\|_{L^2(\Omega)}^2 \right).
$$

Hence, we let $w_h = I_h u$ in the above and use the optimal approximation capability of linear and bilinear IFE spaces (4.5) to have

$$
\|u_h - I_h u\|_h^2 \leq C (h^2 + h^{4-\alpha}) \|u\|_{H^3(\Omega)}^2 \\
+ Ch^{-\alpha} \sum_{B \in \mathcal{E}_h^i} \frac{|B|^\alpha}{\sigma_B} \|\{\beta \nabla (u - I_h u) \cdot n_B\}\|_{L^2(B)}^2.
$$

For the second term on the right in (4.28), we use Lemma 4.2 to bound it:

$$
\sum_{B \in \mathcal{E}_h^i} \frac{|B|^\alpha}{\sigma_B} \|\{\beta \nabla (u - I_h u) \cdot n_B\}\|_{L^2(B)}^2 \\
\leq \sum_{B \in \mathcal{E}_h^i} \frac{|B|^\alpha}{\sigma_B} C \left( h^2 \|u\|_{H^3(\Omega)}^2 + h \|u\|_{H^{4-\alpha}(\Omega)} + C \|u\|_{H^{4-\alpha}(\Omega)} \right) \\
\leq Ch^{1+\alpha} \|u\|_{H^3(\Omega)}^2.
$$

Here, we have used the fact that the number of interface elements is of $O(h^{-1})$. Hence, for $\alpha = 1$, we can combine (4.28) and (4.29) to have

$$
\|u_h - I_h u\|_h \leq Ch \|u\|_{H^3(\Omega)}.
$$

In addition, using the optimal approximation capability of linear and bilinear IFE spaces (4.5) and (4.26), we can show that

$$
\|u - I_h u\|_h \leq Ch \|u\|_{H^3(\Omega)}.
$$

Finally, the error estimate (4.20) follows from applying (4.30) and (4.31) to the following standard inequality:

$$
\|u - u_h\|_h \leq \|u - I_h u\|_h + \|u_h - I_h u\|_h.
$$

**Remark 4.2.** If the exact solution $u$ to the interface problem (1.1)–(1.4) is in the function space $W^{2,\infty}(\Omega)$, then, using Remark 4.1 and arguments similar to those for the proof of Theorem 4.3, we can show that the IFE solution $u_h$ generated with $\alpha = 1$ on a Cartesian (either triangular or rectangular) mesh $\mathcal{T}_h$ has the following error estimate:

$$
\|u - u_h\|_h \leq C (h \|u\|_{H^3(\Omega)} + h^{3/2} \|u\|_{W^{2,\infty}(\Omega)}).
$$
5. Numerical examples. In this section, we present a couple of numerical examples to demonstrate features of the partially penalized IFE methods for elliptic interface problems.

For comparison, the interface problem to be solved in the numerical examples is the same as the one in [30]. Specifically, we consider the interface problem (1.1)–(1.4) except that (1.2) is replaced by the nonhomogeneous boundary condition $u|_{\partial \Omega} = g$. Let the solution domain $\Omega$ be the open rectangle $(-1,1) \times (-1,1)$ and the interface $\Gamma$ be the circle centered at origin point with a radius $r_0 = \pi/6.28$ which separates $\Omega$ into two subdomains, denoted by $\Omega^{-}$ and $\Omega^{+}$, i.e.,

$$\Omega^{-} = \{(x, y) : x^2 + y^2 < r_0^2\} \quad \text{and} \quad \Omega^{+} = \{(x, y) : x^2 + y^2 > r_0^2\}.$$  

The exact solution $u$ to the interface problem is chosen as follows:

$$u(x, y) = \left\{ \begin{array}{ll}
\frac{x^\alpha}{\beta^\gamma} + \left(\frac{1}{\beta^\gamma} - \frac{1}{\beta^\gamma}\right) & \text{if } r \leq r_0,
\end{array} \right.$$  

otherwise,

where $\alpha = 5$ and $r = \sqrt{x^2 + y^2}$. The functions $f$ and $g$ in this interface problem are consequently determined by $u$. The Cartesian meshes $T_h, h > 0$ are formed by partitioning $\Omega$ into $N \times N$ congruent squares of size $h = 2/N$ for a set of values of integer $N$.

To describe our numerical results, we rewrite the bilinear form in the partially penalized IFE methods (2.4) as follows:

$$a_h(u_h, v_h) = \sum_{T \in T_h} \int_T \beta \nabla u_h \cdot \nabla v_h \, dX + \delta \sum_{B \in \bar{\mathcal{E}}^h} \int_B \{\beta \nabla u_h \cdot n_B\}[v_h]ds$$

$$+ \epsilon \sum_{B \in \bar{\mathcal{E}}^h} \int_B \{\beta \nabla v_h \cdot n_B\}[u_h]ds + \sum_{B \in \mathcal{E}^h} \frac{\sigma^0_B}{|B|} \int_B [u_h][v_h]ds.$$  

When $\delta = 0, \epsilon = 0, \sigma^0_B = 0 \ \forall B \in \bar{\mathcal{E}}^h$, the partially penalized bilinear IFE method becomes the classic bilinear IFE method proposed in [29, 30]. When $\delta = -1$ and $\sigma^0_B > 0$, we call the partially penalized IFE methods corresponding to $\epsilon = -1, 0, 1$, respectively, the symmetric, incomplete, and nonsymmetric PPIFE methods because of their similarity to the corresponding DG methods [50]. In our numerical experiment, we use the parameter $\alpha = 1$ as suggested by our error estimation. Also, we use $\sigma^0_B = 10 \max(\beta^-, \beta^+)$ in the SPPIFE and IPPIFE schemes and $\sigma^0_B = 1$ in the NPPIFE scheme.

In the first example, we test these IFE methods with the above interface problem whose diffusion coefficient has a large jump $(\beta^-, \beta^+) = (1, 10000)$. Because of the large value of $\beta^+$, the exact solution $u(x, y)$ varies little in $\Omega^+$, which might be one of the reasons this example is not overly difficult for all of the IFE methods, and they indeed perform comparably well; see Tables 1–3. Specifically, all the partially penalized IFE methods converge optimally in the $H^1$-norm as predicted by the error analysis in the previous section. The classic IFE method also converges optimally in the $H^1$-norm even though the related error bound has not been rigorously established yet. The data in Table 2 demonstrate that all the IFE methods converge in the $L^2$-norm at the expected optimal rate. Even though they all seem to converge in the $L^\infty$-norm, the data in Table 3 do not reveal any definite rates for them.
has a typical moderate jump (generated by these IFE methods for the interface problem whose diffusion coefficient the classic IFE method in many situations. We demonstrate this by numerical results is usually quite poor around the interface, and we suspect the discontinuity of the $L^\infty$-norm. According to the data in Table 5, all the partially penalized IFE methods converge at the optimal rate in the $L^2$-norm but the $L^2$-norm rate of the classic IFE method clearly degenerates when the mesh becomes finer. Similar phenomenon for the $L^\infty$-norm convergence can be observed from those data in Table 6.

It is known that the pointwise accuracy of the classic IFE methods in the literature is usually quite poor around the interface, and we suspect the discontinuity of the

\[ \| u_h - u \|_{H^1(\Omega)} \text{ for different IFE methods with } \beta^- = 1, \beta^+ = 1000. \]

\[
\begin{array}{cccc}
\text{N} & \text{IPP IFE} & \text{SPP IFE} & \text{NPP IFE} \\
20 & 1.948E-2 & 1.938E-2 & 1.948E-2 \\
40 & 1.053E-2 & 1.038E-2 & 1.053E-2 \\
80 & 5.421E-3 & 5.383E-3 & 5.421E-3 \\
100 & 2.715E-3 & 2.702E-3 & 2.715E-3 \\
120 & 1.353E-3 & 1.340E-3 & 1.353E-3 \\
1280 & 3.403E-4 & 3.44E-4 & 3.403E-4 \\
2560 & 1.707E-4 & 1.703E-4 & 1.707E-4 \\
\end{array}
\]

\[ \| u_h - u \|_{L^2(\Omega)} \text{ for different IFE methods with } \beta^- = 1, \beta^+ = 1000. \]

\[
\begin{array}{cccc}
\text{N} & \text{IPP IFE} & \text{SPP IFE} & \text{NPP IFE} \\
20 & 1.117E-3 & 1.127E-3 & 1.117E-3 \\
40 & 2.857E-4 & 2.917E-4 & 2.857E-4 \\
80 & 7.590E-5 & 8.515E-5 & 7.590E-5 \\
100 & 1.811E-5 & 2.068E-5 & 1.811E-5 \\
120 & 4.753E-6 & 2.017E-6 & 4.753E-6 \\
640 & 1.099E-6 & 1.650E-6 & 1.099E-6 \\
1280 & 2.669E-7 & 2.539E-7 & 2.669E-7 \\
2560 & 6.394E-8 & 2.061E-8 & 6.394E-8 \\
\end{array}
\]

\[ \| u_h - u \|_{L^\infty(\Omega)} \text{ for different IFE methods with } \beta^- = 1, \beta^+ = 1000. \]

\[
\begin{array}{cccc}
\text{N} & \text{IPP IFE} & \text{SPP IFE} & \text{NPP IFE} \\
20 & 8.830E-4 & 9.980E-4 & 8.830E-4 \\
40 & 4.352E-4 & 5.226E-4 & 4.352E-4 \\
80 & 1.636E-4 & 2.029E-4 & 1.636E-4 \\
100 & 7.460E-5 & 9.841E-5 & 7.460E-5 \\
120 & 1.297E-5 & 1.080E-5 & 1.297E-5 \\
640 & 6.133E-6 & 1.707E-6 & 6.133E-6 \\
1280 & 2.536E-6 & 5.190E-6 & 2.536E-6 \\
2560 & 1.281E-6 & 1.024E-6 & 1.281E-6 \\
\end{array}
\]

However, we have observed that the partially penalized IFE methods outperform the classic IFE method in many situations. We demonstrate this by numerical results generated by these IFE methods for the interface problem whose diffusion coefficient has a typical moderate jump $(\beta^-, \beta^+) = (1, 10)$. IFE solution errors are listed in Tables 4–6. From the data in Table 4, we can see that all the partially penalized IFE methods maintain their predicted $O(h)$ convergence rate in the $H^1$-norm over all the meshes up to the finest one, while the classic IFE method slightly loses its convergence rate in the $H^1$-norm when the mesh becomes very fine. The effects of the penalization are more prominent when the errors are gauged in the $L^\infty$-norm and $L^\infty$-norm. According to the data in Table 5, all the partially penalized IFE methods converge at the optimal rate in the $L^2$-norm but the $L^2$-norm rate of the classic IFE method clearly degenerates when the mesh becomes finer. Similar phenomenon for the $L^\infty$-norm convergence can be observed from those data in Table 6.
IFE functions across interface edges is the main cause for this shortcoming. With the penalty to control the discontinuity in IFE functions, a partially penalized IFE method has the potential to produce better pointwise approximations. To demonstrate this, we plot errors of a classic bilinear IFE solution and a NPP IFE solution in Figure 2. The IFE solutions in these plots are generated on the mesh with $80 \times 80$ rectangles. From the plot on the left, we can easily see that the classic IFE solution has much larger errors in the vicinity of the interface. The plot on the right shows that the magnitude of the error in the NPP IFE solution is much smaller uniformly over the whole solution domain. This advantage is also observed for other partially penalized IFE solutions.

A. A proof of Remark 4.1. We give a proof for the linear IFEs, and the same arguments can be used to show this error bound for bilinear IFEs.

Without loss of generality, let $K = \triangle A_1A_2A_3$ be an interface triangle whose vertices and interface intersection points are given in (4.7) and (4.8) with $A_1 \in K^+$. 

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|u_h - u|_{l_2(\Omega)}$</th>
<th>$|u_h - u|_{l_2(\Omega)}$</th>
<th>$|u_h - u|_{l_2(\Omega)}$</th>
<th>$|u_h - u|_{l_2(\Omega)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>4.3893E-3</td>
<td>4.3893E-3</td>
<td>4.3893E-3</td>
<td>4.3893E-3</td>
</tr>
<tr>
<td>40</td>
<td>4.6028E-3</td>
<td>4.6028E-3</td>
<td>4.6028E-3</td>
<td>4.6028E-3</td>
</tr>
<tr>
<td>80</td>
<td>4.6896E-3</td>
<td>4.6896E-3</td>
<td>4.6896E-3</td>
<td>4.6896E-3</td>
</tr>
<tr>
<td>160</td>
<td>4.7642E-3</td>
<td>4.7642E-3</td>
<td>4.7642E-3</td>
<td>4.7642E-3</td>
</tr>
<tr>
<td>320</td>
<td>4.8231E-3</td>
<td>4.8231E-3</td>
<td>4.8231E-3</td>
<td>4.8231E-3</td>
</tr>
<tr>
<td>640</td>
<td>4.8687E-3</td>
<td>4.8687E-3</td>
<td>4.8687E-3</td>
<td>4.8687E-3</td>
</tr>
<tr>
<td>1280</td>
<td>4.9152E-3</td>
<td>4.9152E-3</td>
<td>4.9152E-3</td>
<td>4.9152E-3</td>
</tr>
<tr>
<td>2560</td>
<td>4.9544E-3</td>
<td>4.9544E-3</td>
<td>4.9544E-3</td>
<td>4.9544E-3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|u_h - u|_{L^\infty(\Omega)}$</th>
<th>$|u_h - u|_{L^\infty(\Omega)}$</th>
<th>$|u_h - u|_{L^\infty(\Omega)}$</th>
<th>$|u_h - u|_{L^\infty(\Omega)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.0099E-3</td>
<td>1.0099E-3</td>
<td>1.0099E-3</td>
<td>1.0099E-3</td>
</tr>
<tr>
<td>40</td>
<td>1.0571E-3</td>
<td>1.0571E-3</td>
<td>1.0571E-3</td>
<td>1.0571E-3</td>
</tr>
<tr>
<td>80</td>
<td>1.0881E-3</td>
<td>1.0881E-3</td>
<td>1.0881E-3</td>
<td>1.0881E-3</td>
</tr>
<tr>
<td>160</td>
<td>1.1248E-3</td>
<td>1.1248E-3</td>
<td>1.1248E-3</td>
<td>1.1248E-3</td>
</tr>
<tr>
<td>320</td>
<td>1.1660E-3</td>
<td>1.1660E-3</td>
<td>1.1660E-3</td>
<td>1.1660E-3</td>
</tr>
<tr>
<td>640</td>
<td>1.2180E-3</td>
<td>1.2180E-3</td>
<td>1.2180E-3</td>
<td>1.2180E-3</td>
</tr>
<tr>
<td>1280</td>
<td>1.2769E-3</td>
<td>1.2769E-3</td>
<td>1.2769E-3</td>
<td>1.2769E-3</td>
</tr>
<tr>
<td>2560</td>
<td>1.3497E-3</td>
<td>1.3497E-3</td>
<td>1.3497E-3</td>
<td>1.3497E-3</td>
</tr>
</tbody>
</table>
Also, we only discuss \( B = \overline{A_1A_2} \); the estimate on the other interface edge can be established similarly.

By Lemmas 3.3 and 3.4 in [38], for every \( X \in \overline{DA_2} \), we have

\[
(I_h u(X) - u(X))_p = (N^- (D) - N^-_{DE}) \nabla u^- (X) (A_1 - D) \frac{\partial \phi_1 (X)}{\partial p} + I_1 (X) \frac{\partial \phi_1 (X)}{\partial p} + I_2 (X) \frac{\partial \phi_2 (X)}{\partial p} + I_3 (X) \frac{\partial \phi_3 (X)}{\partial p}, \quad p = x, y,
\]

where \( N^- (D), N^-_{DE}, \rho, n(X), \) and \( \overline{n(DE)} \) are defined the same as in the proof of Lemma 4.2. The quantities \( I_i (X), i = 1, 2, 3, \) are given in (4.10) and (4.11). By Lemma 3.1 and Theorem 2.4 of [38], we have

\[
\int_{DA_2} \left( (N^- (D) - N^-_{DE}) \nabla u^- (X) (A_1 - D) \frac{\partial \phi_1 (X)}{\partial p} \right)^2 dX \leq Ch^3 \| u \|_{W^{2, \infty} (\Omega^-)}^2
\]

for \( p = x, y \). By direct calculations, we have for \( i = 1, 2, 3, p = x, y \)

\[
\begin{align*}
\left| \frac{d \nabla u^-}{dt} (tD + (1 - t)X) \cdot (A_1 - X) \right| \\
\leq \left( |u_{xx}^- (tD + (1 - t)X)| + |u_{xy}^- (tD + (1 - t)X)| + |u_{yx}^- (tD + (1 - t)X)| + |u_{yy}^- (tD + (1 - t)X)| \right) h^2,
\end{align*}
\]

\[
\begin{align*}
\left| \frac{d^2 u^s}{dt^2} (tA_i + (1 - t)X) \right| \\
\leq \left( |u_{xx}^s (tA_i + (1 - t)X)| + |u_{xy}^s (tA_i + (1 - t)X)| + |u_{yx}^s (tA_i + (1 - t)X)| + |u_{yy}^s (tA_i + (1 - t)X)| \right) h^2.
\end{align*}
\]

By these estimates and Theorem 2.4 of [38], we have

\[
\int_{DA_2} \left( I_i (X) \frac{\partial \phi_1 (X)}{\partial p} \right)^2 dX \leq Ch^3 \| u \|_{W^{2, \infty} (\Omega)}^2.
\]

Then, using (A.1) and applying (A.2) and (A.3) we have

\[
\int_{DA_2} (I_h u(X) - u(X))_p^2 dX \leq Ch^3 \| u \|_{W^{2, \infty} (\Omega)}^2, \quad p = x, y.
\]
Similar arguments can be used to show

\[
(A.5) \quad \int_{A_1 \cup A_2} \left( (I_h u(X) - u(X))_p \right)^2 \, dX \leq Ch^3 \| u \|^2_{W^{2,\infty}(\Omega)}, \quad p = x, y.
\]

Finally, the estimate (4.19) on the interface edge \( B = A_1 \cup A_2 \) follows from (A.4) and (A.5).
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